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We study theoretically the effect of transverse boundary conditions on the traveling waves found

in infinitely extended and positively detuned laser systems.

We find that for large-aspect-ratio

systems, well above threshold and away from the boundaries, the traveling waves persist. Source
and sink defects are observed on the boundaries, and in very-large-aspect-ratio systems these defects
can also exist away from the boundaries. The transverse size of the sink defect, relative to the size
of the transverse domain, is important in determining the final pattern observed, and so, close to

threshold, standing waves are always observed.

PACS number(s): 42.50.Ne, 42.55.—f, 47.20.Ky

I. INTRODUCTION

Pattern formation in the transverse plane of a laser
beam is an interesting and challenging area of research
in nonlinear optics. Models taking into account the trans-
verse structure of the electric field and laser medium vari-
ables fall into two main categories, the main distinction
has been that of aspect ratio. Real lasers have some form
of confinement in the transverse plane which could be
provided by intracavity apertures, curved cavity mirrors,
or using a spatially dependent pump. One definition
of aspect ratio is the ratio of this transverse confine-
ment length to the fundamental scale of the laser pat-
tern. The work of Lugiato et al. [1] and subsequent work
by others [2] concentrates on small-aspect-ratio systems
in which the beam is strongly confined on the transverse
length scale of the pattern. In their case the transverse
confinement is induced by curved cavity mirrors and the
dynamics is composed of a relatively small number of
transverse cavity modes—Gauss-Laguerre modes. Large-
aspect-ratio systems, usually with plane cavity mirrors
and of infinite transverse extent, have been considered by
Coullet et al. [3,4] and others. In such a system, Jakob-
sen et al. [5] showed that the Maxwell-Bloch equations
describing a two-level ring laser have exact transverse
traveling-wave solutions. These correspond to off-axis
emissions from the laser and are selected to allow it to
lase with the lowest possible threshold, that is, at line
center. This threshold behavior was previously noted by
Gil in 1988 [6].

Both approaches have shown that laser systems can
exhibit complex spatiotemporal behavior including opti-
cal vortices and optical turbulence. These observations,
along with work [3,7] which showed that laser models
could be reduced to a complex form of the Ginzburg-
Landau equation used in fluid dynamics, led to analogies
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being drawn between the pattern formation in the fields
of optics and hydrodynamics.

In this paper we will study the traveling-wave (TW)
solutions in a large-aspect-ratio laser system following the
approach developed in hydrodynamics for the study of
their pattern forming properties, defects, and instabilities
(8,9].

The effects of transverse boundary conditions on mod-
els with an underlying traveling wave can be very im-
portant. Based on a set of amplitude equations, valid
close to the threshold for pattern formation, Cross [10]
analyzed the effects of finite geometries on the traveling
waves found in hydrodynamic systems. His work was,
however, limited to one transverse dimension. In this pa-
per, we analyze the full complex Lorenz system, describ-
ing a laser, to determine the effects of “zero” boundary
conditions on the laser field at the edge of finite trans-
verse domains, in both one and two dimensions.

In Sec. II we introduce the model set of equations for
the problem of the single longitudinal mode laser with
infinitely extended plane, parallel mirrors [9]. In Sec. III
we review the results on the analysis of these equations.
In Sec. IV we present our results on the model with zero
boundary conditions in the transverse plane.

II. TWO-LEVEL LASER MODEL

The complex Lorenz form of the Maxwell-Bloch equa-
tions

de .
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describes the behavior of the complex electric field e, the
complex polarization p, and the real population inversion
n in a two-level ring laser with a single longitudinal cavity
mode and plane cavity mirrors [9]. A mean field approach
has been used to remove the dependence of the longitudi-
nal coordinate and so these variables depend only on the
transverse coordinates and time [1]. The parameter a is
the diffraction parameter, o is the decay rate of the field
due to cavity losses, b is the population decay rate, and
A is the detuning between the longitudinal cavity mode
frequency and atomic resonance A = (w, — wc)/vL. All
decay rates, frequencies, and time are scaled to the decay
rate of the polarization «,. The strength of the pump-
ing is characterized by the “stress parameter” r. Note
that we have omitted the effects of carrier diffusion in
the equation for n [5]; this is for reasons of simplicity.
We do not expect carrier diffusion to greatly affect the
physical relevance of the results presented here.

III. REVIEW OF TW ANALYSIS
A. Traveling waves

Jakobsen et al. [5] have shown that the lasing solu-
tions to the complex Lorenz equations (1) have different
character depending on the sign of the detuning A. For
A < 0, the bifurcation at the first laser threshold is to
a uniform plane wave state and will not be further dis-
cussed herein. We will concentrate on the case of A > 0,
where the equations have ezact traveling-wave solutions
with transverse wave vector ko,

e €o Aexp(ikg - r — i1Qt)
P|=1]p | =| Axexp(iko-r—1iQt) |, (2)
n o r—|x|?
where
x=1-i(a-9),
oA + a|k0|2
== ™0 3
n= 72 tal 3
|A|2 = b’no.

This traveling wave corresponds to an off-axis emission
from the laser. The threshold r¢n(ko) for any such trav-
eling wave is obtained by setting |A|> = 0, which implies
no = 0, in Egs. (2) and (3)

A — alko|2\?
o+1 )

ren(ko) =1+ (

The curve ry, (ko) is called the neutral stability curve and
is plotted in Fig. 1. The minimum of this curve, that
is the traveling wave with the lowest threshold, is for
|ko| = kc = 4/A/a and so we expect the traveling wave
with this wave vector to be the one selected at the first
laser threshold 7y, (k.) = 1. For this case, 2 = A, i.e., the
laser operates on resonance. Physically, the longitudinal
wave vector of the laser field is “tilted” by k. so as to
make it resonant with the atomic transition.
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FIG. 1. Neutral stability curve for traveling waves at the
first laser threshold. Parameters area =1,b=1, A = 4, and
o=1.

Figure 1 shows that for » > 1 a band of wave vec-
tors around k. can be excited. Since the neutral stability
curve depends only on modulus of the transverse wave
vector |ko|, not its direction, a whole annulus of wave
vectors can become active. It is a remarkable feature of
this system that a two-dimensional continuum of ezact
solutions exists above the neutral stability curve. These
solutions assume the presence of only a single wave vec-
tor, however, and so can be exhibited only if a single
wave vector kg is able to dominate and suppress all oth-
ers. The process by which that occurs, and the ways in
which it can be inhibited by boundaries, is the main topic
of this paper. The stability of the TW solutions is also
important and is summarized in Sec. IIID.

B. Amplitude equations

The nonlinear competition between the active modes
can be captured analytically through the derivation of
universal amplitude equations for the system. The equa-
tions are universal insofar as their form is determined
solely by the nonlinearities and symmetry properties of
the system [8,11]; all the specific details of the system
are contained in the coefficients [5,9]. For the one-
dimensional case, the complex amplitudes involved, F
and B, are those of the forward and backward travel-
ing waves with wave vector k.. The amplitude equa-
tions below are only valid close to threshold since their
derivation involves an expansion of the amplitude and the

space and time scales in terms of a smallness parameter
e=(r—1)2,
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These equations are in the form of coupled complex
Newell-Whitehead-Segel equations. In one transverse di-
mension [5] (8/8y — 0) these equations reduce to cou-
pled complex Ginzburg-Landau (CGL) equations. Ta-
ble I shows the steady state solutions of the CGL equa-
tions, independent of the transverse coordinates. The
results of a linear stability analysis of these solutions are
shown in Fig. 2. Above threshold, the only stable so-
lution is the traveling wave and so, at least with one
transverse dimension, one of the traveling-wave solutions
suppresses the other. Thus we have a winner-takes-all
competition between two stable solutions. When we con-
sider two transverse dimensions we expect the ring of ac-
tive modes to collapse to a single point in k space and
this is indeed what happens.

If carrier diffusion were to be included in the original
Lorenz model, then the effect on the amplitude equa-
tions (4) would be to reduce the coefficient of the nonlin-
ear cross coupling terms [5]. This coefficent will always
be greater than 1 and so the results of the above stability
analysis are still valid no matter how strong the carrier
diffusion.

C. Numerical simulations: Qualitative results

Numerical simulations of the complex Lorenz equa-
tions, using periodic transverse boundary conditions to
simulate the infinite transverse extent of the system, have
been performed [5] and confirm that, above threshold, a
single traveling-wave solution is indeed selected. Peri-
odic boundary conditions are not exactly equivalent to
infinite transverse extent and it is interesting to com-
pare the results of simulations with different sizes L of
computational domains. Our numerical simulations for
relatively small, one-dimensional, transverse domains!
L =~ 8x2m/k. and initial conditions of some noise around
zero show that the entire domain switches on to a single

TABLE I. Steady states of the coupled CGL equations
without spatial derivatives

|[FI? | B> | State
0 0 nonlasing
b(r —1)/3 b(r —1)/3 lasing, standing wave
b(r — 1) 0 lasing, forward traveling wave
0 b(r — 1) lasing, backward traveling wave

!Note that the corresponding physical sizes of the domains
depend greatly on the parameters chosen for the system.
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FIG. 2. Bifurcation diagram showing the solutions of the
space-independent amplitude equations (4) and their stability
as a function of the pump parameter r. TW, traveling wave;
SW, standing wave; NL, nonlasing. Solid lines are stable so-
lutions and dashed lines are unstable.

traveling wave. Whether it is the forward or backward
traveling wave which is selected is determined solely by
the noise in the system. For domains of twice this size, or
larger, it is possible for there to exist regions of the trans-
verse domain which have traveling waves propagating in
different directions, as shown diagrammatically in Fig. 3.
These regions of different traveling waves are connected
by defects of the system. Coullet et al. [12] have termed
these defects source and sink reflecting their character as
either a source of traveling waves or as a sink. At the
core of the sink defect the amplitudes F and B are both
large, whereas at the core of the source defect both am-
plitudes are small. Regions where the amplitudes of both
the forward and backward traveling waves are compara-
ble correspond to localized transverse standing waves of
the electric field in the laser. Therefore, the sink defect
appears as a localized standing wave and the source de-
fect does not. In the dynamics of the pattern, the defects
undergo a relatively slow motion. Such defects will be
very important later in this paper for our understanding
of the patterns obtained with the reflecting transverse
boundary conditions.

D. Stability of traveling waves

We have shown that the complex Lorenz equations
show traveling-wave solutions and that these are the pre-
ferred solutions just above threshold. What of their sta-
bility above threshold? The stability analysis of the trav-
eling waves has been approached in a number of ways.
Since there exists an exact traveling-wave solution, its
linear stability can be tested in the usual way. This is
the most powerful technique as it omits no classes of in-
stability. The problem is that, since it involves finding
the eigenvalues of a complex 5 X 5 matrix, it is inevitably

Amplitus

]

Sink
Defect

x

FIG. 3. Diagrammatic representation of the source and
sink defects.
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numerical in practice and offers little physical insight into
the problem. Another technique, based on the amplitude
equations (4), gives more insight, but is only valid close
to threshold and, because the amplitudes may vary only
slowly in space, it only tests for instability to nearby wave
vectors, i.e., it is a long wavelength limit of the full lin-
ear stability analysis. A further technique, based on the
derivation of a Cross-Newell phase equation for the sys-
tem, has been used by Lega et al. [13]. This removes the
constraint of being close to threshold, but still tests only
for instability to nearby wavevectors.

Figure 4 shows the result of these stability analyses.
An area on this diagram where traveling waves are sta-
ble is known as a Busse balloon [14]. The lowest curve is
the neutral stability curve for the existence of traveling
waves. The light grey area is the Busse balloon computed
from the phase equation method and the darker grey area
is the Busse balloon computed numerically from the full
stability analysis. Close to threshold the balloons coin-
cide, but further above threshold and for k¢ far from k.
they differ. One major difference is that the darker grey
area starts to close again for increasing r. This is due to
the presence of an amplitude instability [5,15]—when the
traveling waves become unstable to sidebands at ko + k,.
This stability diagram has been verified by direct numer-
ical simulations of the Lorenz system. For the param-
eter values we will consider in the rest of this paper—
specifically the stress parameter r—the amplitude insta-
bility is not a factor. Note that Fig. 4 may be rotated
about the vertical axis and that the Busse balloon thus
contains, at each value of r, a twofold continuum of stable
traveling waves.

FIG. 4. Results of the stability analysis for traveling waves.
Grey areas represent the Busse balloons calculated analyti-
cally from the Cross-Newell phase equation (light grey) and
computed from the full stability analysis (dark grey). System
parametersarea=1,b=1, A =4,and o0 = 1.

IV. REFLECTING BOUNDARIES

We now study the effects of transverse boundaries on
the traveling waves seen in the infinitely extended system.
We consider the case of a dielectric waveguide in the ap-
propriate limit so that the electric field inside obeys the
condition e(x,y) = 0 on the boundary [16]; p(z,y) and
n(z,y) obey the same condition. We performed numeri-
cal simulations of the Lorenz equations with these bound-
ary conditions with both one and two transverse dimen-
sions. The method used was of the split-step Fourier
type with the diffraction step being solved spectrally, us-
ing a “fast sine transform,” and the nonlinear step using
a second-order Runge-Kutta method [17].

A. One transverse dimension

First, for simplicity, we considered only one transverse
dimension. A typical asymptotic state of the system is
shown in Fig. 5. The results show that a localized stand-
ing wave appears at one of the boundaries. At the other
boundary the field goes to zero without a standing wave.

Although with the reflecting boundary conditions in
force the traveling-wave solutions are no longer exact,
we expect them to be a good basis in which to describe
the patterns. Indeed, we can understand this pattern
in terms of the amplitudes of the forward and backward
traveling waves of the infinitely extended system.

Consider the electric field to be a sum of forward
and backward traveling waves with amplitudes F(z) and
B(z). The boundary conditions are e(0) = e(L) = 0,
which are, in terms of the traveling-wave amplitudes,

T T T T T T
- -
3l Localized standing wave |
ol Backward traveling wave
x L 4
<
@
- -
1 1
| | Forward traveling wave B
- | generated on reflection _
o+ -
| 1 1 1 1
0 10 20 30 40 50

Transverse coordinate x

FIG. 5. Modulus of the electric field |e| as a function of
transverse space coordinate z for a domain width L =~ 50
a=1,b=1,A=4,0=1,and r =5.
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F(z) = —B(z) for £ = 0,L. At the center of a suffi-
ciently wide transverse domain we expect the system to
behave in a similar way to the infinitely extended system,
namely, that one of the traveling waves will dominate;
see Fig. 6. Which one dominates depends on chance
through the initial conditions. In Fig. 5 the backward
traveling wave dominates in the center. As the wave
travels backwards it reaches the left-hand boundary and
reflects, generating a forward traveling wave. So, close
to this boundary we see an area with both forward and
backward traveling waves, which looks like a standing
wave in the electric field. It has already been shown that,
at least for the infinitely extended system, this standing
wave solution is unstable. The forward traveling wave is
therefore suppressed and the standing wave is thus local-
ized.

Close to the right-hand boundary and in the initial
“switch-on” phase of the laser both forward and back-
ward waves will be generated and the winner will be de-
termined by their nonlinear competition. The backward
wave is reinforced by the reflection of the forward wave
and so dominates, propagating back to the center.

These localized structures seen near the boundaries
are, in fact, the defects of the infinitely extended sys-
tem mentioned in Sec. IIIC. If we imagine the system
reflected in the left-hand boundary, then that boundary
is being fed by traveling waves from both sides—it is the
sink defect. At the right-hand boundary, the traveling
waves are propagating away and so this is the source
defect. Figure 5 shows that the defects are quite well
localized at the boundaries. If the boundaries were to be
brought closer together, i.e., the laser’s aspect ratio was
reduced, or if the parameters were changed to increase
the transverse size of the defects, then it may no longer
be useful to use the traveling-wave description for the
laser.

The transverse size of the defects relative to the size of
the transverse domain is obviously very important in de-
termining the pattern which will be selected by the laser.
In fact, the source and sink defects behave very differ-
ently in this system. The sink defect’s size diverges to
infinity as the laser is brought close to threshold (that is,

Amplitude

~a}p——— Backward TW

Forward TW
generated on
reflection
Forward TW supressed
by backward TW -
Backward TW reinforced by

Transverse Coordinate x reflection of forward TW
FIG. 6. Diagrammatic representation of the amplitudes of
the forward and backward traveling-wave amplitudes as a
function of the transverse coordinate z and how these am-
plitudes combine to make the pattern in Fig. 5.
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r — 1), while the source defect shows more complicated
behavior. Coullet et al. [12] studied these defects in the
CGL equation and they have shown that because of the
finite velocity of the traveling waves in the system, the
size of the source defect diverges to infinity at some crit-
ical value of the pump 7. > 1. This would, theoretically,
lead to the whole transverse domain switching to the zero
state, but this will not happen in practice because any
small amount of noise, either in a real experiment or due
to numerical inaccuracies, will seed the traveling-wave so-
lution again. What is seen, in the laser case, is that the
source defect develops a series of “blips” which propa-
gate away from the source towards a sink. One such blip
can be seen in Fig. 5 close to the right-hand boundary.
So, as the laser is brought close to threshold, the size
of the source defect increases and saturates to a value
determined by the noise in the system while the size of
the sink defect increases unchecked. Consequently, it is
the size of the sink defect compared to the size of the
transverse domain that is important here.

Figure 7 shows the results of two numerical simulations

for which the size of the sink defect becomes comparable
to the size of the transverse domain. In Fig. 7(a) the size
of the domain is made smaller than the defect size and
in Fig. 7(b) the size of the sink defect is made large by
reducing the pump parameter r closer to threshold.
We have attempted to obtain an analytical measure for
the size of the sink defect using a method based on the
amplitude equations. As Figs. 5 and 6 show, at the sink
defect the decay of the forward traveling-wave amplitude
is almost exponential and the amplitude of the backward
traveling wave is almost constant and equal to the am-
plitude predicted by the amplitude equations (4). This
has been verified more quantitatively. We look for time-
independent solutions of the amplitude equations with-
out diffraction,

oF o ,
9 e er-1)F -2 2|B?) F

2ak. o o(r—1)F 5 (IF)* + 2|BJ?) F,
—Zakc—zlj =o(r—1)B — ‘-;- (IBJ? + 2|F|?) B,

and substitute
F(z) = Foe */', B(z) = [b(r — 1)]"/%. (5)

The linearized equation for F' around F' = 0 now gives
an estimate for the size of the sink defect,

2ak,
l ———.
o(r—1)

Figure 8 shows a graph of the sink defect size [ as a func-
tion of the pump parameter r. For comparison, we per-
formed numerical simulations of the complex Lorenz sys-
tem, extracted the amplitudes of the forward and back-
ward traveling waves, using a localized Fourier integral
method, and found the value of ! in (5) which gave the
best fit to the data. These data points are also shown
in Fig. 8. The estimates calculated from the amplitude
equations do not agree too well quantitatively with the
numerics, but the qualitative behavior is correct. That
l is underestimated is not surprising in view of the fact
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FIG. 7. Modulus of the electric field |e| as
a function of transverse space coordinate .
Parameters are a = 1, b = 1, A = 4, and
o = 1: (a) has domain width L ~ 9.5 and
r =5 and (b) has domain width L ~ 25 and
r = 1.5.

Transverse coordinate x

that the above assumes a constant suppression factor for
F by B, whereas the factor must actually go to zero at
the core of the defect.

Figure 9 shows the results of a simulation with a do-
main width L = 100, double that of Fig. 5. The sink
defect is now in the center of the domain, being fed by
traveling waves from source defects on each boundary.
Note that the size of the sink defect is the same as that
in Fig. 5, showing that the size of the defects are in-
sensitive to the size of the transverse domain. For still
wider transverse domains complex arrays of source and
sink defects form and annihilate (see Fig. 10) as part of
the dynamics.

B. Two transverse dimensions

We now consider the problem of reflecting boundaries
on a two-dimensional transverse domain. We will first

25—
20} Q

15

MRS SR

10

25

FIG. 8. Characteristic size ! of the sink defect extracted
from the numerical simulations (diamonds) and computed
from the amplitude equations (full line) plotted versus the
pump parameter 7. Other parameters are a = 1, b = 1,
A=4,and o =1.

consider a square domain characterized by the Cartesian
coordinates (z,y). The analysis of the one-dimensional
problem in Sec. IV A leads us to expect to see localized
standing waves close to one of the boundaries. Figure 11
is a frame from a movie showing the result of a numerical
simulation of the complex Lorenz equations (1) with zero
boundary conditions on a square. The size of the trans-
verse domain is approximately 50 x 50 units and so this
figure is basically the two transverse dimension analog of
Fig. 5. It appears that the sink defect is positioned along
the upper and right edges of the square; the source defect
is located near the bottom left-hand corner. The blips
seen in the one-dimensional simulations (Fig. 5) manifest
themselves as optical vortices in two dimensions. These
vortices are born at the source and are swept across the
domain in the direction of the traveling wave towards the
sink. The generation of these vortices is attributed to the
instability of the source defect described in Sec. IV A. We
performed numerical simulations with parameter values

T T T T T T
3r =
L i i
il
|
[~ Forward traveling wave 1, Backward traveling wave |
2+ _
ift
- LY —
o ‘ '
x -
= —
5]
[ Localized standing wave .
1+ _
or 4
1 1 ! ]

0 20

1
40

I
60

Transverse coordinate x

FIG. 9. Modulus of the electric field |e| as a function of
transverse space coordinate z for a domain width L ~ 100.
a=1,b=1,A=4,ando=1,and r =5.
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FIG. 10. Modulus of the electric field |e| as a function of
transverse space coordinate z for a domain width L = 200.
a=1,b=1,A=4,0=1,and r = 5.

for which the source defect is stable and we observe a
stationary pattern without vortices. Note that there is a
huge difference between the zeros of the field associated
with these vortex defects in the bottom left of Fig. 11
and the phase singularities at the nodes of the standing
wave at the top right. The size of the vortex defects

0 10 20 30 40 50
x

FIG. 11. Modulus of the electric field |e| as a function of the
two transverse coordinates (z,y) for a domain width L ~ 50.
a=1,b=1, A =4, 0 = 1, and r = 5. White means
high intensity and black means low intensity. The three dark
patches at the lower left are vortex defects, which convect
with the traveling wave to the sink at the upper right.
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depends on the spatial growth rate away from the zero
of the field, which depends on the value of the pump.
The size of the standing-wave nodes, however, is deter-
mined solely by the wavevector of the dominant TW and
is therefore pump independent.

We should point out that both the sink and the source
are line defects. We have checked this by performing
simulations with the upper and lower domain walls be-
ing reflecting and the left and right walls periodic. The
simulations show that the sources and sinks line up along
the reflecting boundaries and are stable in that position.
This situation would not be stable if the defects were
not lines. This boundary condition is, in fact, interest-
ing in its own right, as shown in Fig. 12, where a cen-
tral sink defect exhibits a weak zigzag instability. Sim-
ulations with wider domains exhibit complicated spatial
structures which persist for long times.

V. CONCLUSIONS

The purpose of this work has been to study the effects
of transverse boundary conditions on the traveling-wave
solutions found in laser models. We have found that the
observation of the traveling waves depends greatly on the
system parameters. The “hard” boundary conditions im-
posed by reflecting walls force the presence of the source
and sink defects there. The transverse size of these de-
fects depends on the system parameters and when this
size becomes comparable to the size of the transverse
domain the traveling-wave solutions are no longer ob-

o 10 20 30 40 50
x

FIG. 12. Modulus of the electric field |e| as a function of the
two transverse coordinates (z,y) for a domain width L ~ 50.
a=1,b=1, A =4, 0 =1, and r = 5. The top and
bottom domain walls are reflecting and the left and right walls
are periodic. The sink defect (roll pattern) in the center has
developed a zigzag instability.
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served in the center of the beam, only standing waves.
This comparison between the defect and domain size al-
lows the distinction to be made between small- and large-
aspect-ratio laser systems. We have been able to obtain
semiquantitative agreement between numerical and an-
alytical estimates for the size of the sink defect and a
scaling law has been determined.

In sufficiently large-aspect-ratio configurations we ob-
serve patterns with a large number of defects which un-
dergo interactions. We have also observed the predicted
instabilities of the source defect as a series of “blips” in
one dimension and of optical vortices in two dimensions.

The links between defects and boundaries are expected
to extend to other forms of boundary conditions and
other domain geometries, which will be the subject of fu-
ture work. In conclusion the traveling-wave laser states
may be observable, but careful manipulation of bound-
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ary conditions and control of defects may be necessary
to obtain reasonably “pure” traveling-wave outputs in
large-aspect-ratio lasers.
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FIG. 10. Modulus of the electric field |e| as a function of
transverse space coordinate = for a domain width L = 200.
a=1,b=1,A=4,0=1,and r =5.
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FIG. 11. Modulus of the electric field |e| as a function of the
two transverse coordinates (z,y) for a domain width L ~ 50.
a=15b=1 A =4, 0 =1, and r = 5. White means
high intensity and black means low intensity. The three dark
patches at the lower left are vortex defects, which convect
with the traveling wave to the sink at the upper right.



FIG. 12. Modulus of the electric field |e| as a function of the
two transverse coordinates (z,y) for a domain width L ~ 50.
a=1b=1, A =4, =1, and r = 5. The top and
bottom domain walls are reflecting and the left and right walls
are periodic. The sink defect (roll pattern) in the center has
developed a zigzag instability.
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FIG. 4. Results of the stability analysis for traveling waves.
Grey areas represent the Busse balloons calculated analyti-
cally from the Cross-Newell phase equation (light grey) and
computed from the full stability analysis (dark grey). System
parametersarea=1,b=1, A=4,and 0 = 1.



